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“
⚠ This presentation contains material 

that many will find offensive or 
hateful; however this cannot be 

avoided owing to the nature of the talk.
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Hate speech: A growing concern?

4

 ?



What to expect from this tutorial?
● What is the problem? Is it really important? How deep are the repercussions?
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What to expect from this tutorial?

● Tutorial Part I: 
○ UN Key Commitment: Monitoring and analysing hate speech

● How does hate speech spread in the online world? 

● Can one comment on the speed and the depth using 

computational approaches? 

● What are the long lasting effects?
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What to expect from this tutorial?

● Tutorial Part II: 
○ UN Key Commitment: Addressing the root 

causes/drivers/technology
● What could be the first step to handle this issue? Can we 

detect hate speech using computer algorithms? 
● Can the detection results obtained from the model be 

explained?
● Are there biases in evaluation? Of what sort?
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What to expect from this tutorial?

● Tutorial Part III: 
○ UN Key Commitment: Countering hate speech

● How does one contain online hate? 

● Conflicts with freedom of speech? 

● Can one use more speech to counter hate speech (aka 

counterspeech)?

● Is counterspeech generic or specific to target communities?

● Can one use technology to automatically generate 

counterspeech?
8



What to expect from this tutorial?

● Bonus: 
○ SWOT analysis

○ Resources: A topically organised notion page consisting of 

publications, links to codes and dataset.

○ Some hands-on.
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https://www.notion.so/punyajoy/Hate-speech-papers-resource-7fc20fa1bea64cbdb30862092ae197b3
https://github.com/hate-alert/Tutorial-ICWSM-2021/tree/main/Demos


Negative consequences

Bulandshahr Violence

      Rohingya Genocide

Christchurch Shooting

     Sri Lanka Riots

Pittsburg Shooting

     Delhi Riots 10



Related tutorials

● The battle against online harmful information: The cases of fake 

news and hate speech CIKM ’20

● Characterization, Detection, and Mitigation of Cyberbullying, ICWSM ’18
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https://drive.google.com/file/d/1bKQtzMe7zBrslUgx8KabTx7JMuaJiR-L/view
https://drive.google.com/file/d/1bKQtzMe7zBrslUgx8KabTx7JMuaJiR-L/view
http://www.cs.albany.edu/~cchelmis/icwsm2018tutorial/CyberbullyingTutorial_ICWSM2018.pdf
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Working definition of hate speech

Direct and serious attacks on any protected category of 
people based on their race, ethnicity, national origin, religion, 
sex, gender, sexual orientation, disability or disease
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Directed hate: hate language towards a specific individual or entity. 
Example “@usr4 your a f*cking queer f*gg*t b*tch”. 

Generalized hate: hate language towards a general group of individuals who 
share a common protected characteristic, e.g., ethnicity or sexual orientation.
Example: “— was born a racist and — will die a racist! — will not rest until every 
worthless n*gger is rounded up and hung, n*ggers are the scum of the earth!! wPww 
WHITE America”.



Harmful content online -- a taxonomy
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What we will be covering in this tutorial.

Fortuna et al. 2018



Hate speech in different contexts

● Targets of hate speech depends on platform, demography and language 
& culture (Mondal, 2017 and Ousidhoum, 2020)

● Focused research on characterising such diverse types.
○ Racism against blacks in Twitter (Kwok, 2013)
○ Misogyny across manosphere in Reddit (Farell, 2019)

○ Sinophobic behaviour w.r.t COVID-19 (Schild, 2021)

● Often becomes part of different communities 
○ Genetic Testing Conversations (Mittos, 2020)

○ QAnon Conversations (Papasavva,2021)
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Analysis and 
Spread
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Prevalence of hate speech

● Moderation free platforms like Gab, 4chan and 

Bitchute preferred. 
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Prevalence of hate speech

● Gab
● In Gab, early signals show Alt-right, BanIslam as 

popular hashtags (Zannettou,2018) 
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Dataset: collected 22M posts from 336k users, 
between August 2016 and January 2018
Method: Frequency count

https://dl.acm.org/doi/10.1145/3184558.3191531


Prevalence of hate speech
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● In Gab, early signals show Alt-right, BanIslam as 

popular hashtags. (Zannettou,2018) 

● The posts of hateful users diffuse significantly 

farther, wider, deeper and faster than the non 

hateful users. (Mathew, 2019)
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X-axis vs Y-axis

Dataset: collect 21M posts from 340k users, 
between August 2016 and January 2018
Method: Hate user extraction + diffusion 
method on repost network

https://dl.acm.org/doi/10.1145/3184558.3191531
https://doi.org/10.1145/3292522.3326034


Prevalence of hate speech
● Gab
● In Gab, early signals show Alt-right, BanIslam as 

popular hashtags. (Zannettou,2018) 

● The posts of hateful users diffuse significantly 

farther, wider, deeper and faster than the non 

hateful users.(Mathew, 2019)

● Further, fraction of hateful users in inner core 

increased through time in Gab (Mathew, 2020)
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Unite the right rally
White supremacist rally 
at Charlottesville, 
Virginia

Dataset: collect 21M posts from 340k users, between August 
2016 and January 2018
Method: Hate user extraction + Temporal k-core analysis

https://dl.acm.org/doi/10.1145/3184558.3191531
https://doi.org/10.1145/3292522.3326034
https://dl.acm.org/doi/10.1145/3415163
https://en.wikipedia.org/wiki/Unite_the_Right_rally


Prevalence of hate speech
● Gab
● In Gab, early signals show Alt-right, BanIslam as 

popular hashtags. (Zannettou,2018) 

● The posts of hateful users diffuse significantly 

farther, wider, deeper and faster than the non 

hateful users.(Mathew, 2019)

● Further, fraction of hateful users in inner core 

increased through time in Gab (Mathew, 2020)
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https://dl.acm.org/doi/10.1145/3184558.3191531
https://doi.org/10.1145/3292522.3326034
https://dl.acm.org/doi/10.1145/3415163


Prevalence of hate speech

● 4chan
● In 4chan’s /pol/ thread (Papasavva,2020)

○ 37% → TOXICITY

○ 27% → SEVERE TOXIC
○ 36% →  INFLAMMATORY 

○ 33% → PROFANITY

○ 35% → INSULT

○ 30% → OBSCENE
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Dataset: Crawling from 4chan’s /pol/ thread,  June 29, 2016 to 
November 1, 2019.
Method: Perspective api then CDF 

https://ojs.aaai.org/index.php/ICWSM/article/view/7354/7208


Prevalence of hate speech (Platforms with moderation)

Study on characterising hateful users in Twitter 
(Riberio,2018)

● Spread of hatespeech difficult to study due 

to moderation of hateful user/content

23

Dataset: Data collected from Twitter, keyword based 
extraction 
Method: Degroot method. Frequency based analysis

https://arxiv.org/pdf/1803.08977.pdf


Prevalence of hate speech (Platforms with moderation)

Study on characterising hateful users in Twitter 
(Riberio,2018)

● Spread of hatespeech difficult to study due 

to moderation of hateful user/content
● Hateful users are power users (post more, 

favourite more).

24

https://arxiv.org/pdf/1803.08977.pdf


Prevalence of hate speech (Platforms with moderation)

● Study on characterising hateful users in 

Twitter (Riberio,2018)

● Spread of hatespeech difficult to study due 

to moderation of hateful user/content
● Hateful users are power users (post more, 

favourite more).

● Median hate user is more central to the 

network

25

https://arxiv.org/pdf/1803.08977.pdf


Prevalence of hate speech (Platforms with moderation)

● Study on misogyny in reddit 
(Farrell,2019)

● r/Braincels was the main subreddit 

after r/incel was banned in 2015
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Dataset: Pushshift reddit, lexicons, incel subreddits
Method: Degroot method. Frequency based analysis

http://oro.open.ac.uk/61128/1/WebScience139.pdf


Not Hateful?? Not Normal?? What’s Then ?

● Fear speech used elements from 
history, and contains 
misinformation to vilify Muslims. 
At the end, they ask the readers, 
to take action by sharing the 
post(Saha.2021).

https://arxiv.org/pdf/2102.03870.pdf


Detecting 
Hate Speech

28
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Datasets

● Different datasets have different taxonomies.
○ Binary classification (hate/not,  targeting group or not) 

(Zampieri,2019)

○ Specific binary (Misogyny/not, Racism/not) (Pamungkas, 

2020)

○ Multiclass/labels datasets. (Davidson,2017 , Basile,2019)

29Vidgen B, Derczynski L (2020) Directions in abusive language training data, a systematic review: Garbage in, garbage out. PLoS ONE 15(12): 
e0243300. https://doi.org/10.1371/journal.pone.0243300.

https://www.aclweb.org/anthology/S19-2010.pdf
https://doi.org/10.1016/j.ipm.2020.102360
https://doi.org/10.1016/j.ipm.2020.102360
https://arxiv.org/pdf/1703.04009.pdf
https://www.aclweb.org/anthology/S19-2007.pdf


Datasets

● Different datasets have different taxonomies.

● Different datasets have different sources. 

Twitter is one of the major sources.
○ The works by Davidson (Davidson,2017) and Founta 

(Founta, 2018) are two highly used dataset from Twitter

○ Twitter is easily accessible. 

○ Alt-right platforms are often taken down, hence studies 

are limited (Voat, Parler)

30Vidgen B, Derczynski L (2020) Directions in abusive language training data, a systematic review: Garbage in, garbage out. PLoS ONE 15(12): 
e0243300. https://doi.org/10.1371/journal.pone.0243300.

https://arxiv.org/pdf/1703.04009.pdf
https://arxiv.org/abs/1802.00393
https://www.theverge.com/2020/12/22/22195115/voat-free-speech-right-wing-reddit-clone-shutdown-investor
https://en.wikipedia.org/wiki/Parler


Datasets

● Different datasets have different taxonomies.

● Different datasets have different sources. 

Twitter is one of the major sources.

● Different datasets have different languages, 

English being the prominent one.
○ Arabic (Mulki,2019), Italian (Sanguinetti,2018), Spanish 

(Basile,2019) and Indonesian (Ibrohim,2019) has more 

than 3 datasets 

○ Quality is often questionable for these datasets.

○ Can we benefit from english language datasets ?

31Vidgen B, Derczynski L (2020) Directions in abusive language training data, a systematic review: Garbage in, garbage out. PLoS ONE 15(12): 
e0243300. https://doi.org/10.1371/journal.pone.0243300.

https://www.aclweb.org/anthology/W19-3512/
https://www.aclweb.org/anthology/L18-1443.pdf
https://www.aclweb.org/anthology/S19-2007.pdf
https://www.aclweb.org/anthology/W19-3506.pdf


Datasets

● Different datasets have different taxonomies.

● Different datasets have different sources. 

Twitter is one of the major sources.

● Different datasets have different languages, 

English being the prominent one.

● Training size and amount of hate/abuse also 

varies across datasets

32Vidgen B, Derczynski L (2020) Directions in abusive language training data, a systematic review: Garbage in, garbage out. PLoS ONE 15(12): 
e0243300. https://doi.org/10.1371/journal.pone.0243300.



Earlier Detection Methods

● Features used :- 
○ TF-IDF vectors

○ Parts-of-speech tags

○ Linguistic features 

■ Sentiment lexicons

■ Frequency counts of URL, username

■ Readability scores

○ Word embeddings
■ Twitter word embeddings (Zimmerman, 2018). Click 

here

○ Sentence embeddings
■ Google’s universal embeddings (Saha, 2018). Click 

here
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(Davidson,2017)

https://www.aclweb.org/anthology/L18-1404.pdf
https://fredericgodin.com/research/twitter-word-embeddings/
https://fredericgodin.com/research/twitter-word-embeddings/
https://arxiv.org/pdf/1812.06700.pdf
https://tfhub.dev/google/universal-sentence-encoder/4
https://tfhub.dev/google/universal-sentence-encoder/4
https://arxiv.org/pdf/1703.04009.pdf


Earlier Detection Methods

● Features used

● Detection method
○ Logistic regression 

○ SVM (Canós,2018)

○ XGboost (Saha, 2018)

○ LSTM/GRU (Gao,2017)

○ CNN-GRU (Zhang, 2018)
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http://ceur-ws.org/Vol-2150/AMI_paper1.pdf'
https://arxiv.org/pdf/1812.06700.pdf
https://arxiv.org/pdf/1710.07395.pdf
https://eprints.whiterose.ac.uk/128405/8/chase.pdf


Earlier Detection Methods

● Features used

● Detection method
○ Logistic regression 

○ SVM (Canós,2018)

○ XGboost (Saha, 2018)

○ LSTM/GRU (Gao,2017)

○ CNN-GRU (Zhang, 2018)
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http://ceur-ws.org/Vol-2150/AMI_paper1.pdf'
https://arxiv.org/pdf/1812.06700.pdf
https://arxiv.org/pdf/1710.07395.pdf
https://eprints.whiterose.ac.uk/128405/8/chase.pdf


Current Models

● Earlier models cannot completely 

capture context

● BERT and other transformers model 

helped in getting improved performance 

across different datasets (Mozafari,2019)

36

https://link.springer.com/content/pdf/10.1007%2F978-3-030-36687-2_77.pdf


Current Models
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capture context

● BERT and other transformers model 
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across different datasets (Mozafari,2019)

● Incorporating lexicon into the BERT 

architecture → HurtBERT (Koufakou,2020).
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https://link.springer.com/content/pdf/10.1007%2F978-3-030-36687-2_77.pdf
https://www.aclweb.org/anthology/2020.alw-1.5.pdf


Current Models

● Earlier models cannot completely 

capture context

● BERT and other transformers model 

helped in getting improved performance 

across different datasets (Mozafari,2019)

● Incorporating lexicon into the BERT 

architecture → HurtBERT (Koufakou,2020).

● Re-training BERT with banned subreddit 

data → HateBERT (Caselli,2021).

38

https://link.springer.com/content/pdf/10.1007%2F978-3-030-36687-2_77.pdf
https://www.aclweb.org/anthology/2020.alw-1.5.pdf
https://arxiv.org/pdf/2010.12472.pdf


Multilingual Hate speech

● Analysis of multilingual models 

across 9 different languages and 16 

datasets (Aluru,2020).

39

Training
Dataset from all but one 
language

Validation & Testing
Target language dataset

Fine-tuning
Target language dataset 
(incremental steps)

mBERT
All but one 
language 
datasets

Target 
language 
dataset 
(incremental 
steps)

Training

LASER + LR

Validation & Testing
Target language

Click logo for demo

https://arxiv.org/pdf/2004.06465.pdf
https://colab.research.google.com/github/hate-alert/Tutorial-ICWSM-2021/blob/main/Demos/Multilingual_abuse_predictor.ipynb


Multilingual Hate speech

● Benchmarking multilingual models across 

9 different languages and 16 datasets 

(Aluru,2020).

● A novel classification block -AXEL to 

improve cross lingual transfer 

(Stappen,2020) on Hateval data.

40

https://arxiv.org/pdf/2004.06465.pdf
https://arxiv.org/pdf/2004.13850.pdf


Multilingual Hate speech

● Benchmarking multilingual models across 

9 different languages and 16 datasets 

(Aluru,2020).

● A novel classification block -AXEL to 

improve cross lingual transfer 

(Stappen,2020) on Hateval data.

● Pre-training on keyword based filtered 

data also can help in cross lingual transfer 

(Glavaš,2020)
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https://arxiv.org/pdf/2004.06465.pdf
https://arxiv.org/pdf/2004.13850.pdf
https://www.aclweb.org/anthology/2020.coling-main.559.pdf


More Modalities
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Multimodal Datasets

● MMHS150K is one of the largest dataset. image-text pair in hate speech 

research (Gomez,2019).

● Hateful Memes is another dataset of 10K+ posts created by Facebook AI. 
(Goswami.2021)

● Automated multimodal detection of online antisemitism.(Chandra.2021)

● HarMeme is another dataset consisting of 3,544 memes related to 

COVID-19.(Pramanick.2021)
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https://arxiv.org/pdf/1910.03814.pdf
https://arxiv.org/pdf/2005.04790v3.pdf
https://dl.acm.org/doi/pdf/10.1145/3447535.3462502
https://arxiv.org/pdf/2110.00413.pdf


Models

● Text Based
○ Glove, Fastext Embedding with Dense ANN layer

○ BERT, RoBERTa

● Image Based model
○ ResNet-152, VGG19, ResNeXt-101 etc.

● Multimodal model
○ ViLBERT CC, V-BERT COCO

○ VisualBERT, MMBT, UNITER 
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Shared tasks timeline

Task- Misogyny
Best- Feature 
based XGBoost

EVALITA AMI 2018

AMI’18 SemEval’19

Task-Multilingual
Best- SVM with 
RBF

SemEval-2019

Task- 
Hate/Offensive
Best- Ensemble

HASOC 2019
Task- Hate 
Speech
Best- LR + ngram

VLSP HSD 2019

HASOC’19 VLSP’19

https://arxiv.org/abs/1812.06700
https://arxiv.org/abs/1812.06700
http://personales.upv.es/prosso/resources/FersiniEtAl_Evalita18.pdf
https://www.aclweb.org/anthology/S19-2007/
https://dl.acm.org/doi/pdf/10.1145/3368567.3368584
https://arxiv.org/pdf/2007.06493.pdf


Shared tasks timeline

AMI’18 SemEval’19 HASOC’19

Task- 
HateSpeech
Best- BERT

EVALITA HSD 2020

Task-Multilingual
Best- BERT, 
m-BERT

SemEval-2020

Task- 
Multilingual
Best- CNN, BERT

HASOC 2020
Task- Arabic 
Hate Speech
Best- CNN

OSACT4 HSD 2020

EVALITA’20 SemEval’20 HASOC’20

OSACT4’20

VLSP’19

http://ceur-ws.org/Vol-2765/paper162.pdf
https://www.aclweb.org/anthology/2020.semeval-1.188.pdf
https://dl.acm.org/doi/pdf/10.1145/3441501.3441517
https://www.aclweb.org/anthology/2020.osact-1.8.pdf


Shared tasks timeline

SemEval’19 HASOC’19

Task- Misogyny, 
Aggression
Best- BERT

TRAC 2020

Task-Hate Meme 
Detection
Best- Ensamble

FB HateMeme-20

Task-Multilingual
Best- 
BERT-ensemble

DravidianLangTech-21

Task- Toxic Span 
Detection
Best- N/A

SemEval-2021 TRAC’20

FB Hate
Meme’20

DravidianLang
Tech’21 SemEval'21

VLSP’19 EVALITA’20 SemEval’20AMI’18 HASOC’20

OSACT4’20

https://www.aclweb.org/anthology/2020.trac-1.1.pdf
https://arxiv.org/abs/2012.08290
https://arxiv.org/pdf/2005.04790.pdf
https://www.aclweb.org/portal/content/first-workshop-speech-and-language-technologies-dravidian-languages-eacl-2021
https://sites.google.com/view/toxicspans


Pitfalls of Model Evaluation

● Two of the previous studies had 

spurious evaluations 
(Badjatiya,2017 and Agrawal,2018)

● Types of wrong evaluations
○ Oversampling before train-test split 

(Agrawal,2018)

○ Feature extraction using the whole 

train and test split (Badjatiya,2017)

48

After correcting 
the errors

Dataset: Waseem and Hovy dataset
Method: LSTM+GBDT ,  BiLSTM with 
attention

Aymé Arango, Jorge Pérez, and Barbara Poblete. 2019. Hate Speech Detection is Not 
as Easy as You May Think: A Closer Look at Model Validation. SIGIR'19

Drop of 20% in Macro F1!

https://dl.acm.org/doi/10.1145/3041021.3054223
https://link.springer.com/chapter/10.1007%2F978-3-319-76941-7_11
https://link.springer.com/chapter/10.1007%2F978-3-319-76941-7_11
https://dl.acm.org/doi/10.1145/3041021.3054223


● Two of the previous studies had 

spurious evaluations 
(Badjatiya,2017 and Agrawal,2018)

● Wrong evaluations
○ Oversampling before train-test split 

(Agrawal,2018)

○ Feature extraction using the whole 

train and test split (Badjatiya,2017)

● Removing user overlap between 

train and test set.

49
Aymé Arango, Jorge Pérez, and Barbara Poblete. 2019. Hate Speech Detection is Not as 
Easy as You May Think: A Closer Look at Model Validation. SIGIR'19

Dataset: Waseem and Hovy dataset
Method: LSTM+GBDT ,  BiLSTM with 
attention

Pitfalls of Model Evaluation

https://dl.acm.org/doi/10.1145/3041021.3054223
https://link.springer.com/chapter/10.1007%2F978-3-319-76941-7_11
https://link.springer.com/chapter/10.1007%2F978-3-319-76941-7_11
https://dl.acm.org/doi/10.1145/3041021.3054223


● Datasets lack testing in the wild, train-test 

comes from the same distribution. 

● Different test suites generated to test the 

classifiers. (Röttger,2020)

● Error in neutral and positive statement 

about group 

50

Models 
DistilBERT-Davidson - DB-D
DistilBERT-Founta - DB-F
Perspective api - PERS

Pitfalls of Model Evaluation

https://arxiv.org/pdf/2012.15606.pdf


Explainability of Models

● Explainability is a crucial aspect 

more so in these social 

dimensions

51

 Explainability

 Rationales  Free text

Stop calling them 
ni**er, they are 
human too

Hate speech 
detection system

Hate speech



● Explainability is a crucial aspect 

more so in these social dimensions

● Hatexplain - first dataset to 

include rationales along with 

labels. (Mathew,2020)

52

Models Accuracy F1 Score AUROC

CNN-GRU 0.627 0.606 0.793

BERT 0.690 0.674 0.843

BERT-HateXplain 0.698 0.687 0.851

Models performance is better !

Text: I guess the ni**er 
have been to busy to kill 
off this mudsh**k.

Label

Target

Hate speech

Women, African

Explainability of Models

Click logo for demo

https://arxiv.org/abs/2012.10289
https://colab.research.google.com/github/hate-alert/Tutorial-ICWSM-2021/blob/main/Demos/Rationale_predictor_demo.ipynb


● A human-and model-in-the-loop 

process for training online hate 

detection models. (Vidgen.2021)

53

Dynamically Generated Data

https://aclanthology.org/2021.acl-long.132.pdf


● Explainability is a crucial aspect 

more so in these social dimensions

● Hatexplain - first dataset to 

include rationales as well as target 

along with labels.(Mathew,2020)

● RECAST - tool to suggest alt 

wordings based on attention 

scores. (Wright,2021)

54

Advantage - reduce toxicity, way of 
debugging model
Disadvantage - malicious users might game 
the system.

Explainability of Models

https://arxiv.org/abs/2012.10289
https://arxiv.org/abs/2102.04427


Bias in Data/Models

● Bias from different directions 
○ How is data selected ?

○ Who is the annotator?

○ Who is the speaker/target ?

● Often hate speech dataset can carry bias 

related to some identity words 
(Ousidhoum,2020)

● Increase in semantic relatedness 

between corpus and keywords as 

number of keywords are increased

55

B2 measures how frequently keyword 
appear in topics

No of topics kept fixed at 8

https://www.aclweb.org/anthology/W19-3504.pdf


● Bias from different directions 
○ How is data selected ?

○ Who is the annotator?

○ Who is the speaker/target ?

● Data using expert annotators 

(activists) performs better than 

amateurs (crowdsource) 
(Waseem,2016)

56

Bias in Data/Models

https://www.aclweb.org/anthology/W16-5618.pdf


● Bias from different directions 
○ How is data selected ?

○ Who is the annotator?

○ Who is the speaker/target ?

● Data using expert annotators 

(activists) performs better than 

amateurs (crowdsource) 
(Waseem,2016)

● A study found significant bias for 

age and education of the 

annotators. (Kuwatly,2020)
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Specificity (X-axis) vs sensitivity 
(Y-axis)

Method - Trained different classifiers 
on data annotated by different group 
and evaluated them

Bias in Data/Models

https://www.aclweb.org/anthology/W16-5618.pdf
https://www.aclweb.org/anthology/2020.alw-1.21.pdf


Bias in Data/Models

● Bias from different directions 
○ How is data selected ?

○ Who is the annotator?

○ Who is the speaker/target ?

● Often hate speech model can detect 

false positives for tweets written by 

different community (Davidson,2019)
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Values greater than 1 indicate that 
black-aligned tweets are classified as 
belonging to class at a higher rate 
than white

Dataset and model used for dialect identification (Blodgett,2016)

Community not annotated

https://www.aclweb.org/anthology/W19-3504.pdf
https://www.aclweb.org/anthology/D16-1120.pdf


● Bias from different directions 
○ How is data selected ?

○ Who is the annotator?

○ Who is the speaker/target ?

● Often hate speech model can detect 

false positives for tweets written by 

different community (Davidson,2019).

● Training with adversarial loss can help 

reduce the bias (Xia,2020).

59Dataset and model used for dialect identification (Blodgett,2016)

AAE predictor

Label predictor
Bias in Data/Models

Community not annotated

https://www.aclweb.org/anthology/W19-3504.pdf
https://www.aclweb.org/anthology/2020.socialnlp-1.2.pdf
https://www.aclweb.org/anthology/D16-1120.pdf


● Bias from different directions 
○ How is data selected ?

○ Who is the annotator?

○ Who is the speaker/target ?

● Often hate speech model can detect 

false positives for tweets written by 

different community (Davidson,2019).

● Training with adversarial loss can help 

reduce the bias (Xia,2020).

● Using rationales can make the models 

less biased towards different targets 
(Mathew,2020)
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Models GMB-Sub GMB-BPSN GMB-BNSP

CNN-GRU 0.654 0.623 0.659

BERT 0.762 0.709 0.757

BERT-HateXplain 0.807 0.745 0.763

Models less biased !

Bias in Data/Models

Community annotated

https://www.aclweb.org/anthology/W19-3504.pdf
https://www.aclweb.org/anthology/2020.socialnlp-1.2.pdf
https://arxiv.org/abs/2012.10289


Mitigating
 Hate Speech
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● Definitions and related concepts

● Analysis of hate speech

○ Prevalence 

○ Effect

● Detection of hate speech

○ Datasets

○ Traditional methods

○ Sequential models

○ Transformer based models

○ Challenges

● Mitigation of hate speech

○ Effects of Ban

○ Counterspeech detection

○ Counterspeech generation

○ Effect of counter speech

● SWOT analysis



What is done after detecting hate speech?

● Deletion of posts

● Suspension of user accounts

● Shadow banning
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Is banning effective?
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Case study of Reddit[2015]

● In 2015, Reddit closed several subreddits 
due to violations of Reddit’s 
anti-harassment policy. 

● Foremost among them were 
r/fatpeoplehate and r/CoonTown

● How effective was the ban?

64

Is banning effective?



Case study of Reddit[2015]
● In 2015, Reddit closed several subreddits 

due to violations of Reddit’s 
anti-harassment policy. 

● Foremost among them were 
r/fatpeoplehate and r/CoonTown

● How effective was the ban?

You Can’t Stay Here: The Efficacy of 
Reddit’s 2015 Ban Examined Through 
Hate Speech [Chandrasekharan 2017]
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Is banning effective ?

https://dl.acm.org/doi/10.1145/3134666


The Efficacy of Reddit’s 2015 Ban

● User-level - Following Reddit’s 2015 ban, a large, significant percentage of 

users from banned communities left Reddit. Others migrated to other 

sub-reddits where hate was prominent
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The Efficacy of Reddit’s 2015 Ban

● User-level - Following Reddit’s 2015 ban, a large, significant percentage of 

users from banned communities left Reddit. Others migrated to other 

sub-reddits where hate was prominent

● Community-level - The migrant users did not bring hate speech with them to 

their new communities, nor did the longtime residents pick it up from them.  

Reddit did not “spread the infection”.
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What about the users who left?
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What about the users who left ?

Users who get banned on Twitter/Reddit 

exhibit an increased level of activity and 

toxicity on Gab, although the audience they 

potentially reach decreases

Understanding the Effect of 
Deplatforming on Social Networks [Ali 
2021]
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https://dl.acm.org/doi/pdf/10.1145/3447535.3462637
https://dl.acm.org/doi/pdf/10.1145/3447535.3462637


Are there any alternatives?
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Doctrine of Counterspeech/Counter-Narrative

● The counterspeech doctrine posits that the proper response to negative speech 

is to counter it with positive expression.

● Combating hate speech in this way has some advantages: it is faster, more  

flexible  and  responsive,  capable  of  dealing  with  extremism from anywhere 

and in any language and it does not form a barrier against the principle of free 

and open public space for debate.
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Counterspeech Examples
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Hate Speech

Counterspeech



Taxonomy of counterspeech Benesch 2016

1. Presenting facts to correct misstatements 
or mis-perceptions

2. Pointing out hypocrisy or contradictions

3. Affiliation

4. Visual Communication

5. Humor and sarcasm

6. Denouncing hateful or dangerous speech

7. Tone
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https://dangerousspeech.org/counterspeech-on-twitter-a-field-study


Taxonomy of counterspeech Benesch 2016

1. Presenting facts to correct misstatements 
or mis-perceptions

2. Pointing out hypocrisy or contradictions

3. Affiliation

4. Visual Communication

5. Humor and sarcasm

6. Denouncing hateful or dangerous speech

7. Tone
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Hey I’m Christian and I’m gay and this 
guy is so wrong. Stop the justification 
and start the accepting. I know who 
my heart and soul belong to and that’s 
with  God:  creator  of  heaven  and  
earth.  We  all  live  in  his plane of 
consciousness so it’s time we started 
accepting one another.  That’s  all

https://dangerousspeech.org/counterspeech-on-twitter-a-field-study


Taxonomy of counterspeech Benesch 2016

1. Presenting facts to correct misstatements 
or mis-perceptions

2. Pointing out hypocrisy or contradictions

3. Affiliation

4. Visual Communication

5. Humor and sarcasm

6. Denouncing hateful or dangerous speech

7. Tone
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https://dangerousspeech.org/counterspeech-on-twitter-a-field-study


Taxonomy of counterspeech Benesch 2016

1. Presenting facts to correct misstatements 
or mis-perceptions

2. Pointing out hypocrisy or contradictions

3. Affiliation

4. Visual Communication

5. Humor and sarcasm

6. Denouncing hateful or dangerous speech

7. Tone
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https://dangerousspeech.org/counterspeech-on-twitter-a-field-study


Taxonomy of counterspeech Benesch 2016

1. Presenting facts to correct misstatements 
or mis-perceptions

2. Pointing out hypocrisy or contradictions

3. Affiliation

4. Visual Communication

5. Humor and sarcasm

6. Denouncing hateful or dangerous speech

7. Tone
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“I  am  a  Christian, and I believe 
we’re to love everyone!! No 
matter age, race, religion, sex, 
size, disorder… whatever!! I 
LOVE PEOPLE!! treat  
EVERYONE  with  respect”

https://dangerousspeech.org/counterspeech-on-twitter-a-field-study


Counterspeech in Web 
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Counterspeech in Web 
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Thou Shalt Not Hate: Countering 
Online Hate Speech [Mathew 2019]

Data collected and annotated from 
comments of youtube videos showing 
hate towards some communities

https://arxiv.org/pdf/1808.04409.pdf


Counterspeech in Web 
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Thou Shalt Not Hate: Countering 
Online Hate Speech [Mathew 2019]

Data collected and annotated from 
comments of youtube videos showing 
hate towards some communities

https://arxiv.org/pdf/1808.04409.pdf


Counterspeech in Web 
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Thou Shalt Not Hate: Countering 
Online Hate Speech [Mathew 2019]

Data collected and annotated from 
comments of youtube videos showing 
hate towards some communities

https://arxiv.org/pdf/1808.04409.pdf
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In case of the African-American community, 
the counterspeakers call out for racism and 
talk about consequences  of their actions

Example:

“i hope these cops got fired!   this is bullshit”

“Sad to see the mom teaching her children to be racist 
and hateful. The way the guy handled it was great.”

Counterspeech in Web 

Thou Shalt Not Hate: Countering 
Online Hate Speech [Mathew 2019]

Click logo for demo

https://arxiv.org/pdf/1808.04409.pdf
https://colab.research.google.com/github/binny-mathew/Countering_Hate_Speech/blob/master/DEMO_Counter_speech.ipynb
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In case of the Jews community, we observe 
that the people affiliate with both the target 
and the source community (‘Muslims’, 
‘Christians’) to counter the hate message. 

Example:

“I'm Jewish And I'm really glad there some people that 
stand up for us And I have no problems with Muslims. 
We're all brothers and sisters”

Counterspeech in Web 

Thou Shalt Not Hate: Countering 
Online Hate Speech [Mathew 2019]

Click logo for demo

https://arxiv.org/pdf/1808.04409.pdf
https://colab.research.google.com/github/binny-mathew/Countering_Hate_Speech/blob/master/DEMO_Counter_speech.ipynb


Can we generate counterspeech ?
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Can we generate counterspeech ?

The core idea is to directly intervene in the discussion with textual responses that 

are meant to counter the hate content and prevent it  from  further  spreading

Manual intervention against hate speech is not scalable
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Datasets for counterspeech 
generation

● CONAN Dataset [Chung 2019] (NGO Trainers)

● Intervene Dataset [Qian 2019] (Gab & Reddit)

● Multitarget CONAN Dataset [Fanton 2021] (Synthetic + NGO Trainers)

86

https://arxiv.org/pdf/1910.03270.pdf
https://arxiv.org/pdf/1909.04251.pdf
https://arxiv.org/abs/2107.08720


Counterspeech collection Strategy
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Type Hate speech 
source

Counter 
speech source

Annotation Annotators

Crawling
(Mathew 2019)

Online Online Labeling Crowd

Crowdsourcing
(Qian 2019)

Online Synthetic Response 
Generation

Crowd

Niche sourcing
(Chung 2019)

Online/
Synthetic

Synthetic Response 
Generation

Experts - NGO

https://dl.acm.org/doi/10.1145/3371158.3371172
https://www.aclweb.org/anthology/D19-1482.pdf
https://www.aclweb.org/anthology/P19-1271/


Counterspeech collection Strategy
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Type Hate speech 
source

Counter 
speech source

Annotation Annotators

Crawling
(Mathew 2019)

Online Online Labeling Crowd

Crowdsourcing
(Qian 2019)

Online Synthetic Response 
Generation

Crowd

Niche sourcing
(Chung 2019)

Online/
Synthetic

Synthetic Response 
Generation

Experts - NGO

https://dl.acm.org/doi/10.1145/3371158.3371172
https://www.aclweb.org/anthology/D19-1482.pdf
https://www.aclweb.org/anthology/P19-1271/


Counterspeech collection Strategy
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Type Hate speech 
source

Counter 
speech source

Annotation Annotators

Crawling
(Mathew 2019)

Online Online Labeling Crowd

Crowdsourcing
(Qian 2019)

Online Synthetic Response 
Generation

Crowd

Niche sourcing
(Chung 2019)

Online/
Synthetic

Synthetic Response 
Generation

Experts - NGO

https://dl.acm.org/doi/10.1145/3371158.3371172
https://www.aclweb.org/anthology/D19-1482.pdf
https://www.aclweb.org/anthology/P19-1271/


Counterspeech collection Strategy
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Type Hate speech 
source

Counter 
speech source

Annotation Annotators

Crawling
(Mathew 2019)

Online Online Labeling Crowd

Crowdsourcing
(Qian 2019)

Online Synthetic Response 
Generation

Crowd

Niche sourcing
(Chung 2019)

Online/
Synthetic

Synthetic Response 
Generation

Experts - NGO

https://dl.acm.org/doi/10.1145/3371158.3371172
https://www.aclweb.org/anthology/D19-1482.pdf
https://www.aclweb.org/anthology/P19-1271/


Counterspeech collection Strategy Tekiroglu 2020

Author-Reviewer framework [Tekiroglu 2020]: An 

author is tasked with text generation and a reviewer can 

be a human or a classifier model that filters the produced 

output. 

A validation/post-editing phase is conducted with NGO 

operators over the filtered data.  

This framework is scalable allowing to obtain datasets 

that are suitable in terms of diversity, novelty, and 

quantity.

Example - Multitarget CONAN [Fanton et.al]
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https://arxiv.org/abs/2004.04216
https://arxiv.org/abs/2004.04216
https://arxiv.org/abs/2107.08720


Generation models
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VAE - RNN



Generation models
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Generate, Prune, Select: A Pipeline for Counterspeech 
Generation against Online Hate Speech [Zhu 2021]
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Step 1

VAE - RNN

https://arxiv.org/pdf/2106.01625.pdf


Generate, Prune, Select: A Pipeline for Counterspeech 
Generation against Online Hate Speech [Zhu 2021]
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Step 2

https://arxiv.org/pdf/2106.01625.pdf


Generate, Prune, Select: A Pipeline for Counterspeech 
Generation against Online Hate Speech [Zhu 2021]
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Step 3

https://arxiv.org/pdf/2106.01625.pdf


Generate, Prune, Select: A Pipeline for Counterspeech 
Generation against Online Hate Speech [Zhu 2021]
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https://arxiv.org/pdf/2106.01625.pdf


Generate, Prune, Select: A Pipeline for Counterspeech 
Generation against Online Hate Speech [Zhu 2021]
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https://arxiv.org/pdf/2106.01625.pdf


Generate, Prune, Select: A Pipeline for Counterspeech 
Generation against Online Hate Speech [Zhu 2021]
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https://arxiv.org/pdf/2106.01625.pdf
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Generate, Prune, Select: A Pipeline for Counterspeech 
Generation against Online Hate Speech [Zhu 2021]

https://arxiv.org/pdf/2106.01625.pdf


Problems: Hallucination
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Towards Knowledge-Grounded Counter Narrative 
Generation for Hate Speech [Chung 2021]
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Step 1

GPT-2

https://arxiv.org/pdf/2106.11783.pdf


Towards Knowledge-Grounded Counter Narrative 
Generation for Hate Speech [Chung 2021]
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Step 2

https://arxiv.org/pdf/2106.11783.pdf


Towards Knowledge-Grounded Counter Narrative 
Generation for Hate Speech [Chung 2021]
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Step 3

https://arxiv.org/pdf/2106.11783.pdf


Towards Knowledge-Grounded Counter Narrative 
Generation for Hate Speech [Chung 2021]
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https://arxiv.org/pdf/2106.11783.pdf


Towards Knowledge-Grounded Counter Narrative 
Generation for Hate Speech [Chung 2021]
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https://arxiv.org/pdf/2106.11783.pdf


Towards Knowledge-Grounded Counter Narrative 
Generation for Hate Speech [Chung 2021]
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https://arxiv.org/pdf/2106.11783.pdf


Challenges ahead

● Generating diverse types of counterspeech.

● Lack of generalisation vs cost of building dataset.

● Evaluation of generative models.

● From generation models to tools.
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Is counterspeech effective?
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● When do you call a counterspeech as successful?

● First is when the speech has a favorable impact on the original (hateful) user, 

shifting his or her discourse if not also his or her beliefs. This is usually indicated 

by an apology or recanting, or the deletion of the original tweet or account.

110

Considerations for Successful Counterspeech. Benesch 2016

https://dangerousspeech.org/wp-content/uploads/2016/10/Considerations-for-Successful-Counterspeech.pdf


● When do you call a counterspeech as successful?

● First is when the speech has a favorable impact on the original (hateful) user, 

shifting his or her discourse if not also his or her beliefs. This is usually indicated 

by an apology or recanting, or the deletion of the original tweet or account.

● Second type of success is to positively affect the discourse norms of the 

‘audience’ of a counterspeech conversation: all of the other users or 

‘cyberbystanders’ who read one or more of the relevant exchange of tweets.
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Considerations for Successful Counterspeech. Benesch 2016

https://dangerousspeech.org/wp-content/uploads/2016/10/Considerations-for-Successful-Counterspeech.pdf


Recommended Strategies

● Warning of Consequences

● Shaming/Labeling

● Empathy and Affiliation

● Humor

● Images
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Considerations for Successful Counterspeech. Benesch 2016

Discouraged Strategies

● Hostile or Aggressive Tone, Insults

● Fact-Checking

● Harassment and Silencing

https://dangerousspeech.org/wp-content/uploads/2016/10/Considerations-for-Successful-Counterspeech.pdf


Evidence from social media platforms
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Analysis reveals that counterhate messages can discourage users from turning 
hateful in the first place. [Ziem 2020]

https://arxiv.org/abs/2005.12423


Evidence from social media platforms
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Their findings suggest that organized hate speech is associated with changes in 
public discourse and  that counter speech—especially when organized—may help 
curb hateful rhetoric in online discourse [Garland 2020]

https://arxiv.org/abs/2009.08392


Does type of counterspeech matter?
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Does type of counterspeech matter?
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Affiliation - Control accounts (‘‘bots’’) to sanction the harassers.  The author found 

that subjects who were countered by a high-follower white male significantly 

reduced their use of a racist slur.

Tweetment Effects on the Tweeted: Experimentally Reducing 
Racist Harassment Munger 2016

https://link.springer.com/article/10.1007/s11109-016-9373-5


Does type of counterspeech matter?
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● The authors compared different types of counter speech - Warning of 
consequences, Humour and Empathy [Hangartnera,2021]

https://www.pnas.org/content/pnas/118/50/e2116310118.full.pdf


Does type of counterspeech matter?

118

Empathy based counter speech increase the retrospective deletion of xenophobic 
hate speech(0.2 SD) and reduce the prospective creation of xenophobic hate speech 

over a 4-wk follow-up period by 0.1 SD. [Hangartnera,2021]

Empathy
Humour
Warning

https://www.pnas.org/content/pnas/118/50/e2116310118.full.pdf


Does type of counterspeech matter ?
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Empathy based counter speech increase the retrospective deletion of xenophobic 

hate speech(0.2 SD) and reduce the prospective creation of xenophobic hate 
speech over a 4-wk follow-up period by 0.1 SD [Hangartnera,2021].

Empathy
Humour
Warning

https://www.pnas.org/content/pnas/118/50/e2116310118.full.pdf


Potential extensions

● Hope Speech and Help Speech [Palakodety 2019] (YouTube 

Comments)
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https://arxiv.org/pdf/1909.12940.pdf


SWOT
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● Definitions and related concepts

● Analysis of hate speech

○ Prevalence 

○ Effect

● Detection of hate speech

○ Datasets

○ Traditional methods

○ Sequential models

○ Transformer based models

○ Challenges

● Mitigation of hate speech

○ Campaigns

○ Counterspeech detection

○ Counterspeech generation

○ Effect of counter speech

● SWOT analysis
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   Strengths    Weakness

Opportunity   Threat
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Strengths
● Advancement in NLP i.e. 

Transformers
● Multilinguality
● NGO Initiatives
● Multiple datasets
● Theme, Research grants etc.

   Weakness

Opportunity   Threat
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   Strengths

Weakness
● Inconsistent annotations
● Diverse tasks 
● Lack of generalisability
● Bias in data as well as in 

models
● Lack of explainability

Opportunity   Threat
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   Strengths    Weakness

Opportunity
● Multimodal datasets
● User as an important aspect 
● New variants coming up - 

Fearspeech, Dangerous 
speech

● Counter speech as mitigation

  Threat

https://arxiv.org/pdf/2102.03870.pdf
https://arxiv.org/abs/2005.06608
https://arxiv.org/abs/2005.06608
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   Strengths    Weakness

Opportunity

Threat
● Users vs detection 
● Alternative (echo chamber) 

platforms - Gab
● Govt agencies weaponizing 

hate
● Laws used to silence dissent



Campaigns to deter hate
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Counterspeech.fb ADL

WeCounterHate NoHateSpeechMovement

https://counterspeech.fb.com/en/
http://adl.org/
https://wecounterhate.com/
https://www.coe.int/en/web/no-hate-campaign


Resources

● Notion page containing hate speech papers.
● Demo codes for using our open source models

● A dataset resource created and maintained by Leon Derczynski and Bertie 
Vidgen. Click the link here

● This resource collates all the resources and links used in this information hub, 
for both teachers and young people. Click the link here
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https://www.notion.so/punyajoy/Hate-speech-papers-resource-7fc20fa1bea64cbdb30862092ae197b3
https://github.com/hate-alert/Tutorial-ICWSM-2021
https://hatespeechdata.com/
https://www.stophateuk.org/resources-2/


Thank You
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Contacts:
https://hate-alert.github.io
https://twitter.com/hate_alert

https://hate-alert.github.io/
https://twitter.com/hate_alert
https://hate-alert.github.io/

